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Power and Sample Size for Contingency Tables

A review of association measures of effect size between two 
categorical variables in contingency tables is presented. Re-
lationships among measures of effect size are explicated by 
considering the test statistics of independence, the nominal or 
ordinal nature of categorical variables, and the size of contingen-
cy tables. Tables that contain minimum sample sizes for testing 
independence between two categorical variables in contingency 
tables are also presented. Cramer’s V2 was employed as a main 
measure of association in tabulation. Illustrations are provided 
using data from 2018 General Social Survey for obtaining test 
statistics and measures of effect size for contingency tables. De-
termining appropriate sample sizes for statistical analysis of data 
in contingency tables is important for studies in behavioral sci-
ences.
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Introduction 

There are two purposes of this paper. The first is 

to present a review of association measures of 

effect size between two categorical variables in 

contingency tables. The second is to present 

tables that contain minimum sample sizes for 

testing independence between two categorical 

variables in contingency tables. 

Because a required sample size depends on the 

risk of type I error, the risk of type II error, and 

the values of population parameters under an 

alternative hypothesis (i.e., effect size), 

measures of effect size for contingency tables 

are explicated in detail. Because there are many 

statistics that can be used in testing 

independence between two categorical 

variables depending on the nominal or ordinal 

nature of the respective categorical variables as 

well as the size of contingency tables (see e.g., 

Stokes, Davis, & Koch, 2000), the review of 

measures of effect size is mainly performed for 

contingency tables with more than two rows and 

two columns. Measures of effect size for fourfold 

tables are also briefly presented. Note, however, 

that measures of effect size and discussion 

about required sample sizes for sets of 

contingency tables, certain nonparametric 

methods, logistic regression, and loglinear 

models are not discussed. 

Syntax code in R (Venables et al., 2009) that 

was used in power analysis is presented. Note 

that the two sample-size tables in this paper can 

be seen as an extension of Table 50-4 of 

Marascuilo and Serlin (1988, p. 746) that was 

adapted from Table 7.3.15 to Table 7.3.28 of 

Cohen (1988, pp. 235–241). 

Theoretical Framework 

At the outset it should be emphasized that both 

the American Educational Research Association 

(AERA, 2006) and the American Psychological 

Association (APA, 2013, 2020) clearly ask 

authors of their journal articles for which 

empirical data were analyzed with inferential 

statistical methods to report measures of effect 

size. Unfortunately, which measures of effect 

size might be reported for specific inferential 

statistical methods are not clearly stated by 

AERA or APA. There are many different 

measures of effect size depending upon the type 

of variables, quantitative or qualitative/ 

categorical (see Fleiss, 1994; Rosenthal, 1994), 

and the inferential statistical methods (see Ellis, 

2010; Grissom & Kim, 2005). It is worth noting 

that measures of effect size as estimates are in 

fact sample statistics (Olejnik & Algina, 2000) 

and mostly can be obtained from sufficient 

statistics required to be reported for different 

inferential statistical methods. Note also that the 

standard errors of measures of effect size may 

not be routinely or readily available. 

There are in general two classes of measures of 

effect size; one expressed as a standardized 

mean difference and the other as a proportion of 

variance explained. Exemplary articles are 

available for the first class (e.g., Bloom, 1984) 

and for the second class (e.g., Educational 

Testing Service, 1980, p. 18), respectively. 

Interpretations of measures of effect size are 

largely based on Cohen’s conventional, arbitrary 

“small,” “medium,” and “large” definitions (see 

Cohen, 1988, p. 12; Cohen, 1992). 

In statistical hypothesis testing, the probability to 

reject the null hypothesis if it is false depends on 

(1) the risk of type I error, (2) the values of 

parameters as defined under the alternative 

hypothesis, and (3) the sample size. It is typical 

to set the probability of type I error to be .05. 

Because nature determines the values of 

parameters under the alternative hypothesis, the 

only way that a researcher can do to reduce the 

risk of making type II error is to increase the 

sample size (Marascuilo & Serlin, 1988, p. 740; 

Cohen, 1988, pp. 14–16). It is typical to set the 

probability of type II error to be .20 for the 

purpose of determining a minimum sample size. 

Although many books and computer programs 

are available for power analysis to determine 

sample sizes (e.g., Faul, Erdfelder, Buchner, & 

Lang, 2009; Liu, 2014), only Cohen (1988) and 

Marascuilo and Serlin (1988) presented tables of 

minimum sample sizes for the testing of 
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independence between two categorical 

variables in contingency tables, those larger 

than the fourfold ones. More refined tables than 

those from Cohen (1988) and Marascuilo and 

Serlin (1988) are presented in this paper 

together with syntax code in R. 

This paper only presents a review of measures 

of effect size for contingency tables in 

conjunction with power analysis to determine 

minimum sample sizes. For general discussion 

of effect size, readers are referred to Ellis (2010) 

and Grissom and Kim (2005). For general 

discussion of power analysis, readers are 

referred to, of course, Cohen (1988) and Liu 

(2014). 

Test Statistics and Measures of Effect Size 

Several definitions as well as notations are 

needed to proceed. In this paper, a contingency 

table is defined as an array of positive integers 

in matrix form where the numbers represent 

counts or frequencies. For two categorical 

variables with I levels of a row variable and J 

levels of a column variable, an I × J contingency 

table has IJ cells for the numbers. For example, 

the 2 × 2 contingency table is called a fourfold 

(contingency) table because there are four cells. 

The I × J contingency table has many special 

cases depends on the number of rows and 

columns. The I × J contingency table can be 

used to present a tabulation of two categorical or 

categorized variables obtained from a sample of 

persons. There are many different designs for 

the collection of data eventually represented in a 

I × J table. For a review, see Stokes et al. (2000). 

For testing independence between two 

categorical variables in a contingency table, the 

chi-square test for differences in probabilities 

can be used (e.g., Agresti, 2007, p. 35). The chi-

square test for independence can be used for 

data for which a random sample of size N is 

obtained, and the observations in the sample 

can be classified into the IJ cells according to the 

classification criteria. With the assumption of 

fixed marginal totals, the sampling distribution is 

a multivariate hypergeometric distribution under 

the null hypothesis of no association (Stokes et 

al., 2000, p. 93). 

Although there are many different notations for 

the test statistics that can be employed in this 

paper, both sets of original and coherent 

notations are useful. The chi-square test statistic 

is 

 

where Oij is the observed count, Eij is the 

expected count for the cell in the ith row and 

the jth column. We may use and 

 then . For the test of 

significance, the likelihood ratio test (e.g., G2) 

can also be used (Agresti, 2007, p. 36). The 

likelihood-based measures of effect size are not 

considered in detail (see Agresti, 2013, p. 111; 

Sakamoto, 1985; Theil, 1972, pp. 115–120). 

Nevertheless, G2 can replace X2 in measures of 

effect size if hypothesis testing utilizes likelihood 

functions. 

Effect size can be obtained by means of 

measures of association or dependence in 

contingency tables. In this sense, a contingency 

table is a convenient form for examining 

categorical data to assess some kind of 

dependence in the data. A thorough review of 

measures of effect size is presented next (see 

Conover, 1980; Everitt, 1977; Hays, 1994; 

Kendall & Stuart, 1979; Upton, 1978). Note that 

the chi-square test statistic underlies nearly all 

measures of association. 

Cramer’s (1946, p. 282) contingency coefficient 

is the main measure of effect size employed in 

this paper: V 2 = X2/(NM) where M is the smaller 

of I − 1 and J − 1. Some related of measures of 

effect size are listed below in a chronological 

order. 

Pearson’s (1904, p. 9) mean square contingency 

is  

 

for which X2 is the square contingency. Here, the 

test statistic X2 can be seen as a function of an 
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effect size φ2 and a sample size N. For the 

general I × J table with either  I > 2 or J > 2, φ2 

can attain a value larger than unity and its 

maximum is M. Several other association 

measures were developed for a norming 

purpose.  

Pearson’s (1904, p. 9) first coefficient of 

contingency is 

 

Note that C1 is also named the mean square 

contingency coefficient (Pearson, 1904, p. 16), 

and called the contingency coefficient C without 

subscript 1. The maximum of C2 is M/(M + 1) 

(Kendall & Stuart, 1979, p. 588). Sakoda (1977) 

suggested C2/[M/(M + 1)] as a measure of 

association. 

Tschuprow’s (1939, p. 53) coefficient of 

contingency with ϕ2 ≡ φ2 is 

 

The upper limit of T 2 of unity can be attained 

only for I = J (see Yule & Kendall, 1950, p. 53). 

The maximum of T 2 is  

Cramer (1946, p. 282) suggested a modified 

measure of the mean square contingency with 

ϕ2 ≡ φ2 as  

 

where q − 1 = M. Accordingly, Cramer’s V is 

 The upper limit of V 2 is 

unity even . 

Other association measures that include 

Goodman and Kruskal’s λ measures, as well as 

those for ordered categories including Kendall’s 

τ, and Goodman and Kruskal’s γ are presented 

in Appendix A (see Everitt, 1977). Indices for 

fourfold tables are discussed in Appendix B (see 

Fleiss, 1994). Such fourfold-table indices are 

truly valuable because all omnibus tests should 

be ultimately converted to or partitioned into the 

ones with a single degree of freedom and 

because directional alternative hypotheses can 

be incorporated in decision making as well as 

power analysis (e.g., a priori or post hoc 

comparisons for tests of homogeneity; see 

Marascuilo & Serlin, 1988, Chapter 28; cf. 

Olejnik & Algina, 2000) 

Method 

Data 

Many real and hypothetical data for contingency 

tables can be found in textbooks. In this paper, 

a contingency table based on two questionnaire 

items from 2018 General Social Survey (GSS) 

are used (i.e., gender, party affiliation). Two 

categorical variables yielded a contingency table 

that was used to illustrate how to obtain 

measures of effect size. Note that certainly many 

contingency tables in different sizes can be 

constructed from the 2018 GSS data. The 

required sample sizes are definitely dependent 

upon specific categorical variables used in 

statistical analysis of data. The GSS data set is 

available publicly from: 

http://gss.norc.org/getthedata/Pages/Home.asp

x 

The same contingency table was used to 

illustrate empirical power calculation using R 

code. The probability of type I error, the sample 

size, and the empirical measure of effect size 

were used to obtain the empirical power. 

Procedures 

Measures of effect size that reflect the degree of 

association between two categorical variables in 

contingency tables have been presented in the 

previous section using information from many 

different sources. There are many other, 

different approaches to analyze categorical 

variables in contingency tables and to obtain 

measures of effect size. This paper addresses 

mainly parametric measures of association. 

The real purpose of the review of association 

measures of effect size in contingency tables 

was for assessing a required minimum sample 

size. We used R code to obtain each sample 

size given a type I error (α), power (i.e., 1 − β, 

where β is the probability of a type II error), 

degrees of freedom, and a measure of effect 

size. The measure of effect size in this paper is 
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again V 2, but the value used for tabulation was 

 

which is in fact φ2. The same measure was used 

in Cohen (1988) and Marascuilo and Serlin 

(1988). 

 

Figure 1: A chi-square distribution with one degree of freedom (solid line), and a non central chi-

square distribution with one degree of freedom with non-centrality parameter λ = N ×e, where N = 

88 and e = .09 (dotted line). The right-hand-side area of the critical value of 3.84 under the solid line 

is α = .05, and that under the dotted line is power (i.e., 1 − β = .80). 

 

For example, with e = 0.09, df = 1, α = .05, β 

= .20 the following R code yields the required 

sample size as well as the exact power which is 

greater than 1 − β. The product of a sample size 

N and the scaled effect size e = MV 2 were used 

to set a non-centrality parameter of the chi-

square distribution for the calculation of power 

(Lancaster, 1969, pp. 117–134). The resulting 

sample size was N = 88 (see Figure 1). 

 

It was assumed that the Pearson chi-square 

statistic X2 obtained from the contingency table 

is distributed as a chi-square distribution with the 

degrees of freedom df = ν = (I − 1)(J − 1) (see 

Johnson, Kotz, & Balakrishnan, 1994, Chapter 

18). The critical value at α was obtained from 

such a distribution. Power was calculated as the 

probability of rejecting the null hypothesis 

provided that the alternative hypothesis was in 

fact the correct one for which the noncentrality 

parameter, say λ, was set by the sample size N 

and the scaled effect size e = MV 2. The 

minimum sample size was determined by 

iteratively obtaining the value of power until it 

exceeded the prespecified value of 1 − β. 

Results 

Tables 1 and 2 present required sample sizes for 

contingency tables. Let us discuss, however, the 

example data first. Table 3 presents cross 

classification of party affiliation by gender from 
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the 2018 GSS. Expected frequencies under the 

null hypothesis of no association are shown in 

parentheses. The chi-square test statistic is X2 = 

12.903 with df = 2 and p = .002. Cramer’s V 2 = 

12.903/1332 = 0.009686936937 and V = 0.098. 

Note that φ2 = V 2, T 2 = 0.007,  C = 0.098, λ(C|R) 

= 0.000, λ(R|C) = 0.031, λ = 0.014. τ(C|R) = 

0.006, and τ(R|C) = 0.010. The null hypothesis 

of no association was rejected at α = .05 based 

on the X2 value, but only a small effect was 

observed between party affiliation and gender. 

Assume that both row and column variables are 

on the ordinal scale (n.b., not a valid assumption 

for data in Table 3), G = 0.153, τb = 0.086, τc = 

0.095, D(C|R) = 0.096, D(R|C) = 0.076, and D = 

0.085. In order to be valid, some conceptual 

conversion of the party affiliation variable to 

another with ordered categories (e.g., liberal to 

conservative levels) should be applied. 

Based on the statistical testing results, the 

observed power can be assessed. With V 2 = e 

= 0.009686936937 and N = 1332, the observed 

power at α = .05 was obtained from the following 

R command (the observed power 

was .9058233): 

 

The results from computations of minimum 

sample sizes are presented in Tables 1 and 2 (cf. 

Marascuilo & Serlin, 1988, p. 746). Note that α 

= .05, β = .30, .20, .10, .05, and various values 

of e = MV 2 were used in both tables for the 

degrees of freedom, ν = 1(1)10, 12, 16, 20, 24. 

The earlier R code can be used to obtain all 

values in tables of Cohen (1988) as well as other 

sample sizes based on different specifications of 

α, β, and e. Note that a similar logic can be used 

to obtain the observed power, as shown above, 

when empirical data are analyzed. 

As indicated in Marascuilo and Serlin (1988), of 

the sample size determination procedures, the 

most difficult to execute is the one associated 

with contingency tables. If a researcher can 

specify the value of Cramer’s V 2 of interest, it is 

possible to determine the appropriate sample 

size at α = .05 by using the figures of Tables 1 

and 2. The value of V 2 is not utilized directly but 

adjusted by the dimensions of row and column 

variables. Each table, hence, is entered by 

means of the index e = MV 2 = w2, where w is the 

measure of effect size used in Cohen (1988). In 

terms of interpretation of the effect size, w = 0.10, 

0.30, and 0.50 are respectively small, medium, 

and large effects by Cohen (1988, 1990). Note 

that the corresponding values of w2 = 0.01, 0.09, 

and 0.25. 

If a researcher wants to determine sample sizes 

for I = 2, J = 3, ν = 2, and the small, medium, and 

large effects of w2 = 0.01, 0.09, and 0.25 (i.e., w2 

= V 2 here) at α = .05 and β = .20, then the 

respective values of e = MV 2 = (I − 1)V 2 = V 2 = 

w2 yield sample sizes of 964, 108, and 39 (cf. 41 

by interpolation from Table 1). 

If I = J = 2, then  This means 

that Tables 1 and 2 can be used to obtain 

minimum sample sizes for fourfold tables. In 

addition, these tables can also be used to set up 

to obtain minimum sample sizes for testing H0 : 

Δ = P1 − P2 = 0, where P1 and P2 are population 

proportions. Note that G*Power can be used to 

obtain minimum sample sizes for fourfold tables 

(see Faul et al., 2009) 

Discussion 

Measures of effect size have been mainly 

presented in the context of the t test and the 

analysis of variance in many studies in 

behavioral sciences for which empirical data 

were analyzed with those statistical techniques. 

Measures of effect size are available for 

categorical variables, but power analysis for 

sample size determination have been performed 

for mostly fourfold tables. This paper presents a 

summary of measures of effect size that reflect 

the degree of association between two 

categorical variables in contingency tables. 

Reporting effect size is important. It is possibly 

more important for a researcher to design his or 

her study to have enough statistical power by 

employing an appropriate sample size based on 
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power analysis. This paper presents tables for 

determining minimum sample sizes for statistical 

analysis of categorical data in contingency 

tables. 

Measures of effect size and power analysis in 

small samples are presented in Weerehandi 

(2003) for parametric statistical methods and in 

StatXact (CYTEL Software Corporation, 2000) 

for nonparametric and so-called exact statistical 

methods. Extensions of measures of effect size 

and power analysis to other complicated models 

for categorical variables are in need for applied 

researchers. 

As shown earlier, there are many measures of 

association between two variables in a 

contingency table. The most important one of 

such measures is Cramer’s (1946, p. 282) V 2. It 

was employed as a measure of association 

between two categorical variables in tabulation 

of minimum sample sizes in this paper. Many 

other association measures (e.g., λ, τ, G, D, etc.) 

were initially developed as measures of effect 

size; each supposedly with some meaningful 

interpretation of its magnitude. These measures 

are not in general influences by the sample size. 

No clear guidelines, however, are available for 

these measures as the small, medium, and large 

effects. 

 

Table 1 Sample Sizes for Testing H0 : V = 0 Against H1 : V ≠ 0 for α = .05; β = .30, .20, .10, .05; 

and ν = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 16, 20, 24 for Large Values of e 
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Table 2 Sample Sizes for Testing H0 : V = 0 Against H1 : V ≠ 0 for α = .05; β = .30, .20, .10, .05; 

and ν = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 16, 20, 24 for Small Values of e 

 

Table 3 Cross Classification of Party Affiliation by Gender from 2018 General Social Survey 

 

 

One should be reminded that all the tests of 

significance, there are accompanied 

assumptions, hypotheses, and decision rules. 

Details about these matters are not presented in 
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this paper, albeit of importance to apply the 

methods in data analysis. Interested readers are 

referred to Agresti (1984, 2007) and Stokes et al. 

(2000) for the statistical testing procedures. 

It can be noted that measures of effect size are 

considered to be sample statistics when used in 

reporting of statistical analysis results, but 

population parameters in power analysis to 

obtain appropriate sample sizes for various test 

statistics. We used the same notations for these 

two different cases although Latin alphabet and 

Greek alphabet as well as carets could be 

employed to emphasize the difference in their 

meanings. 

Measures of effect size used in power analysis 

(esp. in Cohen, 1988) may not be aligned with 

those used in actual reporting of statistical 

results in empirical studies. It may be due to in 

part that many statistical computer programs do 

not produce measures of effect size as an 

expression of e used in power analysis in this 

paper. Some manual computations by 

researchers are therefore required to obtain the 

minimum sample size based on the measure of 

effect size. 

Relations among test statistics and measures of 

effect size were explicated in the paper in the 

context of contingency tables. It can be noted 

that the minimum sample size was suggested 

based on the statistical hypothesis testing with 

the null hypothesis of no association. Merely 

rejecting the null hypothesis, however, may not 

be the purpose of the investigation that use two 

or more categorical variables. Also note that the 

null hypothesis is supposedly tested with the 

Pearson chi-square test statistic. It may be 

possible to use the two sample-size tables in this 

paper to obtain the required sample size for 

situations that use the likelihood ratio test 

method because that test statistic can also be 

distributed as a chi-square distribution with the 

same degrees of freedom as the one for X2. 

All association measures of effect size for a 

contingency table that contain X2 may not 

require to obtain confidence intervals, even 

though these are nevertheless statistics or 

estimates of the population effect size. Notice 

that other measures of association may have 

their own estimated variances either under the 

null or alternative hypothesis, mostly based on 

large samples. Hence, the measure may be 

reported with its confidence interval. 

If another statistic is to be used in hypothesis 

testing of association for the two categorical 

variables, then the required sample size should 

be determined based on different power analysis. 

Tables from this study may not be directly 

applicable to other tests of association or 

measures of effect size. Although other 

measures of association have been supposedly 

proposed to enhance the understanding of the 

relationship between two categorical variables, 

many of them seem to be too situation 

dependent. Although the utility of other 

measures of association can be certainly 

demonstrated for different purposes based on 

various circumstances, power analysis and 

sample size determination based on V 2 might 

be the most useful. 

In terms of the Cramer’s V 2, note that V 2 = 

X2/(NM) (i.e., 0 < V 2 < 1). It is the scaled mean 

square contingency. Note also that 

, For a 

fourfold table, V can be directional. Lastly, it 

should be noted again that measures of effect 

size are sample statistics. Measures of effect 

size, however, are treated as population 

parameters in power analysis. 

In essence, a review of measures of effect size 

and the sample size tables are presented in this 

paper for rather simple contingency tables. 

Extension to more complicated data is of interest. 
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Appendix A 

The following measures of association were mainly developed to enhance the interpretability of the 

relationship between row and column variables. Both Goodman and Kruskal’s λ and τ measures are 

for describing two nominal variables and reflect the proportional reduction of errors in classifications. 

Note that equations are partly based on the SAS notation (e.g., SAS, 2004, p. 1468).  

Goodman and Kruskal’s (1954) λ(C|R) for predicting the column variable is 

 

and λ(R|C) for predicting the row variable is 

 

Goodman and Kruskal’s λ for a symmetric situation is 

 

 

The size of λ reflects the amount of predictability or accountability of the predicted variable from the 

knowledge of the other categorical, predictor variable. The variances for λ’s are given in Goodman 

and Kruskal (1963) (see also SAS, 2004, pp. 1482–1483). Availability of estimated, asymptotic 

variances implies the possibility of null hypothesis testing for these measures. 

Goodman and Kruskal’s (1954, p. 759; Somers, 1962) τ(C|R) for predicting the column variable is 

 

and τ(R|C) for predicting the row variable is 

 

The variances for τ’s are given in Goodman and Kruskal (1963). 

Measures of association for the row and column variables both on the ordinal scale include 

Goodman and Kruskal’s (1954) γ, Kendall’s τb, Stuart’s τc, and Somers’s D(C|R) and D(R|C). 

The estimator of γ for the ordinal variables, G, is given 

 

where the two times the number of concordances  for which 

, and the two times the number of discordances for which 

. 

Kendall’s (1970) τb (i.e., tau b) for the row and column variables on the ordinal scale is  
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Stuart’s τc (i.e., tau c; Kendall & Stuart, 1979, p. 594) for the ordinal variables is 

 

 

 

where m is the minimum of the number of rows and the number of columns.  

Sommer’s (1962) D(C|R) for the ordinal variables to predict the column variable is  

 

 

 

and D(R|C) to predict the row variable is 

 

Sommer’s D for a symmetric situation is 

 

The variances of G, τb, τc, D(C|R), D(R|C), and D for the estimates and also under the null hypothesis 

of no association are given in SAS (2004, pp. 1477-1479) and Brown and Benedetti (1977). Ignoring 

the ordinal scale of the variable and treating it as nominal may result in deficiency in power for null 

hypothesis testing. 
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Appendix B 

A fourfold table arises where N persons (i.e., participants, objects, etc.), assumed to be selected or 

observed at random from some population, are classified into one of the four cells. As a special case 

of contingency tables, there are many different ways to test certain hypotheses and many different 

measures of effect sizes for the fourfold table (see Fleiss, 1994). Note that equations are partly 

based on the SAS notation (e.g., SAS, 2004, p. 1468). 

For a 2 × 2 table, Pearson chi-square statistic with one degree of freedom is  

 

Association measures include 

 

with its range from −1 to 1, Cramer’s V = φ, and the contingency coefficient 

 

Yule’s (1900, 1912) coefficient of association Q is defined as  

 

where θ = n11n22/(n12n21) is the odds ratio (cf. κ = 1/θ in Yule, 1900, p. 273; Agresti, 2007, p. 29). 

Yule’s (1912) coefficient of colligation is . The variances of Q and log θ under the null 

hypothesis of no association can be found in Yule (1900, 1912) and Agresti (2007, p. 30). 

Quetelet’s degree of influence function in Yule (1900, p. 282) with subscript Q is   

 

 

 

If n1. = n2. and n.1 = n.2, then φQ = φ. 

In addition, for two independent samples, the null hypothesis testing of equal proportion can also be 

done using the Z test based on binomial sampling, which is equivalent to the X2 test. The proportion 

difference can be used as an effect size. Relative risk, odds ratio, and log odds ratio can also be 

used to assess effect size (see Fleiss, 1994). Fisher’s (1956) exact test can be used in testing. For 

the correlated variables, McNemar’s (1962) chi-square test statistic with one degree of freedom and  

subscript M is  

 

Readers are referred to Agresti (2007) and Fleiss (1994) for these specific testing procedures and 

association measures for 2 × 2 tables. 


