Comparison of Solar Irradiance between WRF simulation and Deep Learning: Case study in Nishi Akisawa, Japan
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ABSTRACT

This paper presents a study of evaluation for the reliability of seven-days direct normal irradiance (DNI) and diffuse irradiance (DIF) forecasts which provided by Weather Research and Forecasting (WRF) mesoscale model using six-hourly interval 0.5°x0.5° input dataset obtained from National Oceanic and Atmospheric Administration - National Operational Model Archive and Distribution System (NOMADS) website. 3 km spatial resolution was used to estimate seven-days simulation starting from 1st to 7th January 2017 for comparison purpose. Long short-term memory (LSTM) algorithm has been applied to make future prediction. The one-hourly values input dataset of LSTM obtained from Nishi Akisawa mega solar website is consist of one-year data of solar irradiance starting from 1st January to 31st December 2016. This dataset divided into training datasets (89%) and testing datasets(11%) where the testing datasets values was used to make future prediction of solar irradiance. The result shows the error of root mean square of LSTM algorithm is 129 W/m2 higher compare to 101 W/m2 from the WRF model for seven-days prediction but the result of this study proposed using LSTM algorithm for future prediction of solar irradiance or others parameter of weather.

Highlights

• Comparison of future prediction of solar irradiance has done in Nishi Akisawa-Japan; • This study applied NOAA-NOMADS dataset as input dataset of WRF; • Input data of LSTM algorithm obtained from Nishi Akisawa mega solar weather station; • LSTM algorithm shows error of RMSE is higher compared to WRF model.
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1. Introduction

During the past decade, a forecasting technology of solar irradiance, probabilistic models and ranging of statistical data approaches to physical has been paid attention in order to know the solar energy. The power generation of photo voltaic (PV) system is strongly dependent on solar irradiance and the accuracy forecasting of solar irradiance can help to understanding the PV power generation and reduce the impact of uncertainty of PV generation itself. Therefore, the forecasting of solar irradiance has been studied extensively in the literature for the benefit of PV generation. The forecasting of solar irradiance is divided into three categories: physical, statistical and machine learning. Physical method is mostly implemented by using numerical weather methods which suitable for long period forecasting such Weather Research and Forecasting (WRF), Regional Atmospheric Meteorologic System (RAMS) and Meteorologic Mesoscale (MM5). Solar forecasting using statistical method is commonly based on historical time data series which is simpler then physical method. Lastly is machine learning method as a part of artificial neural network (ANN) such as Long Short Term Memory (LSTM), Linear Regression (LR), and BPNN can be used to construct a nonlinear mapping from datasets between input and output data without being programmed [1] [2].

The forecasting of PV power generation are always performed using meteorological forecast datasets to obtain good accuracy. Variation of meteorological elements such as cloud cover and aerosol may cause PV power forecasting become unstable. Furthermore, other parameters such as Global Horizontal irradiance (GHI), Direct Normal Irradiance (DNI), Diffuse irradiance (DIF), temperature, pressure, relative humidity, rainfall, wind speed, wind direction, date and month of the year are also important for solar PV power generation forecasting. The artificial neural network (ANN) model is commonly used to estimate solar irradiance can be determined also as multi variable parameters such as coordinate (latitude and longitude), altitude, temperature, relative humidity, rainfall, and duration of of hour and month of the year [5]. Many researchers have conducted many method of study by using the solar irradiance parameters such as Global Horizontal irradiance (GHI), Direct Normal Irradiance (DNI) and Diffuse irradiance (DIF) to analyze the PV power generation.

Xiangyun Qing et al., (2018) [1] conducted study of solar irradiance prediction using long shortterm memory (LSTM) compare to persistence algorithm, linear regression (LR) and BPNN for hourly day-ahead in island of Santiango, Cape Verde, for one day of rain season at August 20, 2013. This study concluded that the error RMSE of LSTM algorithm is smallest compare to other three algorithms.

Richard et al., (2010) [3] have conducted forecasting for short term that extend up to 6-h and medium term extend up to 6-d for hourly global horizontal irradiance (GHI) using numerical weather prediction (NWP) based upon cloud motion derived from consecutive geostationary satellite image for seven climatically distinct locations in United State.

V. Lara-Fanego et al., 2012) [4] conducted three-days evaluation of Global Horizontal irradiance (GHI) and Direct Normal Irradiance [DNI] using WRF mesoscale atmospheric model for Andalusia (Southern Spain). This work presents study of different seasons of the year and three different sky conditions: clear, cloudy and overcast.

The aim of this study is to know the comparison of solar irradiance between Weather Research and Forecast (WRF) model and Deep Learning method for location in Nishi Akisawa, Japan. Parametersettings and model configurations have been evaluated in this study order to presented modeling results for a final optimized configuration. Therefore, This study propose a results of comparison between physical method (WRF) and deep learning method (Long Short-
Term Memory) for hourly solar irradiance can be used to analysis for future prediction.

2. Study area and data sources

2.1. Study area

Nishi Akisawa [6] (latitude: 35°33'31.20''S, longitude: 136°39'27.70''E) is one district located in South of Gifu prefecture. Nishi Akisawa is location of croplands area mix with forests where the average annual temperature is 15.5 °C and average annual rainfall is 1799 mm with September as the wettest month. Meanwhile, the temperatures are highest on average in August and lowest in January. Gifu recorded a record high of 38.8 °C on August and record low of minus 14.3 °C on January. This area was chosen in this study for it has mega solar PV system installed with free available data downloaded such as solar irradiance, temperature, wind speed, wind direction and power generation. Fig.1 shows land cover of Nishi Akisawa as study area.

![Fig. 1. Land cover of study area](https://nomads.ncdc.noaa.gov/modeldata)

2.2. Data source

2.2.1. WRF data source

Six-hourly interval 0.5°x0.5° of Climate Forecast System version 2 (CFSv2) spatial resolution of analysis data obtained from National Oceanic and Atmospheric Administration – National Operational Model Archive and Distribution System (NOMADS) website (https://nomads.ncdc.noaa.gov/modeldata)
were used as Global Forecast System (GFS) for initial and lateral boundary conditions data for the meteorological fields with 03 as 00 UTC, 09 as 06 UTC, 15 as 12 UTC, and 21 as 18 UTC where the Japan Standard Time (JST) is UTC+9. These datasets composed of various variables of weathers such as solar irradiance, temperature, u-wind, v-wind, relative humidity, pressure, water vapor and others. The boundary condition of these data include landuse based on the U.S. Geological Survey (USGS) 24 category. The simulation model was run starting from 31st December 2016 at 15:00 UTC corresponding to 00:00 JST on 1st January 2017. This numerical simulation using history interval settings to 60 minutes and vertical layer is 38 levels with the first 15 h used as spin-up time for the model. The simulation was carried out for seven days starting from January 1st to 07th January 2017.

2.2.2. Deep Learning data source

For Deep Learning input data case, this study obtained dataset from Nishi Akisawa mega solar weather station through homepage http://services46.energymntr.com/megasolar/SEQ0132636/login/ for solar irradiance. Nishi Akisawa mega solar weather station provides 1 hour time values. The data collected for 12 months (January to December 2016), where the data from January to December 2016 were set to training dataset (89%) and testing dataset (11%). The hourly data of solar irradiance with 1 hour is starting from 00:00 AM to 23:00 PM cover 366 days. Respectively, these training dataset and testing dataset are composed for 7823 hours 961 hours, where the 961 hours testing dataset were used to predict future solar irradiance.

3. Methodology

3.1. Numerical configuration

The WRF model [7] is a mesoscale numerical weather prediction platform with advances in dynamics, physics and data assimilation developed by the National Center for Atmospheric Research (NCAR), the National Oceanic and Atmospheric Administration (NOAA) represented by the National Centers for Environmental Prediction (NCEP) and the Forecast System Laboratory (FSL), the Air Force Weather Agency (AFWA), the Naval Research Laboratory, the University of Oklahoma, and the Federal Aviation Administration (FAA). This model can simulate atmospheric data using observed data or/and idealized conditions and it is divided into two dynamical cores: Nonhydrostatic Mesoscale Model (NMM) and Advances Research WRF(ARW).

The WRF-ARW [7] version 3.9.1 model with three two-way nested domain were used in this simulation from west to east and south to north for horizontal grid resolution 27000 m, 9000 m and 3000 m (Fig.2a) with grid size 90x64 as parent domain (d01), 94x88 as 1st nested domain (d02) and 100x100 as most innermost domain (d03)(Fig.2b). This study applied Thompson and Eidhammer (2014) scheme for microphysics with user_aero_icbc is set to true in order to use auxiliary aerosol climatology file placed into WRF through WPS program [20]. Rapid Radiative Transfer Model for Global (RRTMG) scheme is used for longwave and shortwave radiation [8][9], Monin-Obukhov MM5 for surface layer [10], Noah land surface for land surface, Yonsei university for planetary boundary layer [11] and Kain-Fritsch for cumulus parameterization with configuration of time step of 20s applied for all configuration. Plotting for its grid points and its variable is using NCL (NCAR Command Language) programming language version 6.5.0 [12]. Table 1 shows details configuration of WRF parameters. In this study, the data from domain d03 were used as result to analysis for prediction purpose.

3.2. Deep Learning – LSTM algorithm

Deep Learning or deep structure learning has been applied to forecasting and it is successfully applied in numerous learning problems for solar irradiance forecasting. The concept of time from recurrent neural network (RNN) as one such machine has been introduced to LSTM algorithm. The structure of LSTM as part of Deep Learning composed of input date, forget date, output date...
and candidate value [13]. The LSTM algorithm is mostly implemented using Keras package for training and testing datasets [14]. The capable of LSTM in how to remember information for long time with good accuracy make it becomes powerful for forecasting. This study applying moving-forward window technique to make prediction at the next time step [15 - 17]. In this case, window of size 50 was used for moving-forward to make one-step prediction, which mean that, the first 50 data points was used as out input X to predict y1-51st data point, next is data point of window between 1 to 51 used as X to predict y2 and so on. The data were normalized to [-1,1] using minmax scaler technique before applying the algorithm. Table 2 shows more configuration about LSTM network using two layered LSTM architecture of 50 hidden neurons and 256 hidden neurons couple with two layered Dropout of 0.5 with a dense output layer to make prediction with number of time steps 50 and number of features is 1. Maximum epoch were set to 200 with batch size 300 and validation split is 0.09.

Table 1 Model settings use in WRF.

<table>
<thead>
<tr>
<th>Domain settings</th>
<th>Domain 1</th>
<th>Domain 2</th>
<th>Domain 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal and vertical grid size</td>
<td>27 km</td>
<td>9 km</td>
<td>3 km</td>
</tr>
<tr>
<td>Horizontal and vertical grid cells</td>
<td>90 x 64</td>
<td>94 x 88</td>
<td>100 x 100</td>
</tr>
<tr>
<td>Map projection</td>
<td>Lambert</td>
<td>Lambert</td>
<td>Lambert</td>
</tr>
<tr>
<td>Geographic data resolution</td>
<td>10m</td>
<td>5m</td>
<td>2m</td>
</tr>
<tr>
<td>Microphysics</td>
<td>Thompson</td>
<td>Thompson</td>
<td>Thompson</td>
</tr>
<tr>
<td>Longwave radiation</td>
<td>RRTMG</td>
<td>RRTMG</td>
<td>RRTMG</td>
</tr>
<tr>
<td>Shortwave radiation</td>
<td>RRTMG</td>
<td>RRTMG</td>
<td>RRTMG</td>
</tr>
<tr>
<td>Surface layer</td>
<td>MM5</td>
<td>MM5</td>
<td>MM5</td>
</tr>
<tr>
<td>Land surface</td>
<td>Noah land surface</td>
<td>Noah land surface</td>
<td>Noah land surface</td>
</tr>
<tr>
<td>Planetary boundary layer</td>
<td>Yonsei University</td>
<td>Yonsei University</td>
<td>Yonsei University</td>
</tr>
<tr>
<td>Cumulus parameterization</td>
<td>Kain-Fritsch</td>
<td>Kain-Fritsch</td>
<td>Kain-Fritsch</td>
</tr>
<tr>
<td>FDDA</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
</tbody>
</table>
3.3. Error evaluation

Evaluation of accuracy between actual data from Nishi Akisawa WS with simulated data from WRF and LSTM algorithm is using one of the three widely from David et al. [18] root mean square error (RMSE) which defined as below:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (pred_i - obs_i)^2}
\]

Where \(pred\) represented WRF simulated data from domain d03 and LSTM algorithm and \(obs\) represented Nishi Akisawa WS actual data.

4. Results

The comparison between WRF model and Deep Learning performances shows some interesting features. Fig.3 shows the comparison of solar irradiance actual data from Nishi akisawa and the result from both WRF model and LSTM algorithm in seven-days prediction. Respectively, the blue, red and green curves represent actual
data from Nishi Akisawa PV system, LSTM algorithm and WRF model. This result shows that the WRF model and LSTM algorithm solar irradiance was quite good because both model and algorithm precisely predicted values are almost closed to the actual data from Nishi akisawa although the weather type at seven-days prediction was composed of rain day, sunny day and cloud day. However, it is highlight that the prediction of solar irradiance values of these seven-days can change rapidly based on hourly weathers values.

The RMSE between WRF simulated data from domain d03 and LSTM algorithm are represented in Table 3. As we can see that RMSE of the WRF model is lower compare to LSTM algorithm in seven-days prediction, obviously the more accurate prediction is obtained when the RMSE is lower. Meanwhile, this study also compared the RMSE of one day solar irradiance with other researcher LSTM algorithm from paper reference [1]. Table 4 shows comparison of RMSE one day solar irradiance from this study and other researcher LSTM algorithm with paper in ref. [1]. Here we can see that the one day RMSE of LSTM in this study is higher dependent to the hourly weather forecasting values. Table 5 shows also comparison of RMSE one day solar irradiance from this study and other researcher WRF model with paper in ref. [19] using WRF-RRTMG model. In this comparison, WRF-RRTMG from this study performances lower RMSE compare to other researcher model.

**Table 3** RMSE of the WRF model and LSTM algorithm.

<table>
<thead>
<tr>
<th></th>
<th>WRF (W/m²)</th>
<th>LSTM (W/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>101</td>
<td>129</td>
</tr>
</tbody>
</table>

**Table 4** RMSE of the one day solar irradiance with other research LSTM algorithm.

<table>
<thead>
<tr>
<th></th>
<th>LSTM (W/m²)</th>
<th>Other researcher LSTM (W/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>98</td>
<td>76</td>
</tr>
</tbody>
</table>
Table 5. RMSE of the one day solar irradiance with other research WRF model.

<table>
<thead>
<tr>
<th></th>
<th>WRF (W/m²)</th>
<th>Other researcher WRF – rrtmg (W/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>75</td>
<td>258</td>
</tr>
</tbody>
</table>

5. Conclusion

In this study, Deep Learning using LSTM network based on algorithm has been applied to compare with WRF model for prediction purpose was conducted. The LSTM algorithm used hourly weather of solar irradiance to predict the output future data of solar irradiance. For WRF case, the 6-hourly input datasets of weather forecast were used to predict the output at the same days. Obviously, these two methods applied good results at output of prediction but this study proposed to apply LSTM algorithm for future prediction of any weather forecast. For future research, this study will focus to apply WRF simulation results as input data to LSTM algorithm to make a prediction and evaluate the error of solar irradiance prediction.
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Nomenclature

ARW : Advanced Research WRF
DIF : Diffuse irradiance
DNI : Direct Normal Irradiance
FDDA : Four Dimensional Data Assimilation
LSTM : Long Short-Term Memory
RMSE : Root Mean Square Error
SAM : System Advisor Model
WRF : Weather Research and Forecasting
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